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Abstract
A shock-tube facility consisting of two, single-pulse shock tubes for the
study of fundamental processes related to gas-phase chemical kinetics and
the formation and reaction of solid and liquid aerosols at elevated
temperatures is described. Recent upgrades and additions include a new
high-vacuum system, a new gas-handling system, a new control system and
electronics, an optimized velocity-detection scheme, a computer-based data
acquisition system, several optical diagnostics, and new techniques and
procedures for handling experiments involving gas/powder mixtures. Test
times on the order of 3 ms are possible with reflected-shock pressures up to
100 atm and temperatures greater than 4000 K. Applications for the
shock-tube facility include the study of ignition delay times of fuel/oxidizer
mixtures, the measurement of chemical kinetic reaction rates, the study of
fundamental particle formation from the gas phase, and solid-particle
vaporization, among others. The diagnostic techniques include standard
differential laser absorption, FM laser absorption spectroscopy, laser
extinction for particle volume fraction and size, temporally and spectrally
resolved emission from gas-phase species, and a scanning mobility particle
sizer for particle size distributions. Details on the set-up and operation of the
shock tube and diagnostics are given, the results of a detailed uncertainty
analysis on the accuracy of the test temperature inferred from the
incident-shock velocity are provided, and some recent results are presented.

Keywords: shock tube, chemical kinetics, combustion, aerosols, shock wave,
laser absorption

1. Introduction

A significant aspect of the design and analysis of devices that
utilize reacting flow fields is the time-dependent interaction of
the species within the high-temperature (1000 K+) combustion
zone. Examples include gas turbines (Mongia et al 2003),
internal combustion engines (Hentschel 2000), rocket nozzles
(Hagemann et al 1998), scramjets (Curran 2001), flame
synthesis of materials (Wooldridge 1998) and pulse detonation
engines (Kailasanath 2003), among others. Some of the
fundamental topics of importance in these applications
consist of chemical kinetics, ignition and spectroscopy at

high temperatures. Because of their highly repeatable test
conditions and uniform flow fields, shock tubes have been
used for several decades to study such topics. Details on the
use of shock tubes for gas-phase combustion measurements
can be found in many references, including Gaydon and Hurle
(1963), Bowman and Hanson (1979), Glass and Sislan (1994),
and Bhaskaran and Roth (2002).

Condensed-phase species are also present in many
combustion applications and reacting flow fields including,
for example, solid-propellant particles, soot particles formed
within the reaction zone and liquid-propellant droplets.
The general topic of heterogeneous combustion involving
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Figure 1. Shock-tube facility for gas-phase and heterogeneous combustion measurements.

gas/aerosol mixtures covers a wide range of particle sizes
from a few nanometres to several millimetres. In most
cases, the volume fraction of condensed species within the
gas mixture is relatively low. One application of present
interest is the flame synthesis of materials, wherein condensed-
phase species are the desired product of a gaseous combustion
process (Wooldridge 1998). Other topical applications include
the study of soot formation from hydrocarbon flames (Brown
et al 1998) and the ignition of powdered propellants (Roberts
et al 1993).

For several years, shock tubes have been utilized for
the study of heterogeneous combustion processes and the
propagation of shock and detonation waves through aerosol–
laden gas mixtures. Shock tubes are useful for such
measurements because the shock wave can be used to heat the
mixture nearly instantaneously to temperatures of the order
of 1000 to 4000 K (or higher) in a controlled environment.
However, shock-tube measurements in mixtures containing
condensed species are generally more difficult to perform than
similar measurements in purely gas-phase mixtures for several
reasons, including nonideal gas-dynamic effects, optical
interference from the particles and mixture nonuniformities.
Some comprehensive reviews on the use of shock tubes for
studying heterogeneous mixtures can be found in Nettleton
(1977), Petersen (2000) and Bhaskaran and Roth (2002).

In the present application, the shock-tube technique is
used to study fundamental processes related to the combustion
synthesis of materials, chemical kinetics, and the ignition

and oxidation of advanced propellants. The authors’ facility
is located at The Aerospace Corporation in El Segundo,
CA. Although the basic shock-tube construction is based
on the design utilized in earlier studies such as Bott and
Jacobs (1969) and Bott and Cohen (1971, 1984), significant
refurbishment and several upgrades were performed on the
facility in recent years. In addition to facility hardware and
procedural modifications, modern measurement techniques
and the ability to conduct condensed-phase experiments have
been implemented. This paper presents an overview of
the present facility design and procedure, including specific
hardware, vacuum system details and shock-velocity detection
particulars. A thorough uncertainty analysis of the test-
temperature error was performed, the details of which are also
included. A section covering the measurement techniques and
typical results specific to gas-phase combustion experiments
is presented, followed by a similar overview of the diagnostics
and results for condensed-phase experiments.

2. Facility design and procedure

The facility consists of the shock-tube hardware and control
system, the data acquisition system, the vacuum system and
the velocity detection method. Figure 1 provides a layout
of the two shock tubes and a diagram of the vacuum and
gas-handling systems. Both tubes are identical in design and
operation, so when only a single tube is discussed in this paper
it can be assumed that the content of the discussion applies
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Figure 2. Weldless flange design for mating two driven-tube
sections together.

to both tubes unless otherwise specified. Each of the main
components is described in more detail in this section. The
gas-dynamic performance of the facility is also presented.

2.1. Shock-tube hardware

Each shock tube is pressure-driven with helium and has
the option of using either a single or a double diaphragm
in the breech-loaded assembly (figure 1). Pre-scored
aluminium diaphragms of thickness ranging from 2 to 10 mm
are employed for the higher test pressures, and Lexan
diaphragms ranging in thickness from 0.4 to 2 mm are utilized
for test pressures <10 atm. A specially designed cutter
located slightly downstream aids the bursting of the Lexan
diaphragms. The driver section is 3.5 m (10 ft) long and has
an internal diameter of 7.62 cm (3 in). The driven section
has a length of approximately 10.7 m (35 ft) with an internal
diameter of 16.2 cm (6.38 in). A weldless, high-pressure
flange design is employed in the driven part and allows for the
easy removal and addition of the segmented tube section(s)
near the downstream end. Figure 2 shows the details of the
flange design.

Optical and instrumentation access to the shock-heated
mixture is provided by ports located at fixed intervals on
the downstream section (figure 1). Further details on the
port-to-port spacings are discussed in more detail in a later
section. The distance between the furthest downstream port
and the endwall can be varied from 1.6 cm up to 7.6 cm
by using different end caps. When performing experiments
with powder mixtures (described below), the distance from
the reflected-shock test port to the endwall is 5.84 cm (2.3 in).
The distance from the test port to the endwall is 1.6 cm when
performing gas-phase chemistry experiments.

Three MKS Baratron model PDR-C-1B pressure
transducers with 0–10, 0–100 and 0–1000 Torr pressure ranges
are used to measure the driven-section fill pressure (P1).
Post-shock test pressures are monitored by a Kistler
603B1 piezoelectric pressure transducer using a Kistler
5010 amplifier/signal conditioner box. This Kistler pressure
transducer is located in the bottom port closest to the endwall,
coincident with the side-mounted optical access ports. It was

found that this transducer is sensitive to heat transfer from
the shocked gas, causing an artificial decay in the pressure
signal with time. This problem was eliminated by placing a
single layer of standard, black electrical tape on the surface
of the sensor. The effect of this tape on the transducer is not
significant in most experiments since the pressure reading is
mostly qualitative. If absolute pressure readings are desired,
the transducer signal is scaled to the post-shock conditions
determined from the incident shock speed.

A computer-based data acquisition unit consisting of
a Pentium computer and two computer-based oscilloscope
boards from Gage Applied Sciences (one CS512 pair and one
CS1602 pair) is dedicated to the shock-tube facility. The
computer data acquisition unit has four channels (two per
board) with a speed of at most 5 MHz per channel and 12-bit
resolution. Additional data-acquisition capability is available
from a two-channel, 8-bit digital oscilloscope (Tektronix
TDS210).

At the time of writing, the lower shock tube (shock
tube #1, figure 1) has been utilized predominantly for the
experiments and applications mentioned herein. Additionally,
shock tube #1 can be used as a shock tunnel by adding a test
section and connecting the exhaust to an evacuated, 14.7 m3

dump tank as in Petersen et al (2003). However, the use of the
facility as a shock tunnel will not be covered in detail in this
paper.

2.2. Vacuum system

A new vacuum system was recently implemented on the
shock-tube facility. This system allows for the operation and
evacuation of both shock tubes to pressures below 10−6 Torr
after overnight pumping. When compared to the original
diffusion-pump-based system, the new vacuum system design:
(1) increased vacuum quality, (2) improved dependability, (3)
secured modular construction and (4) incorporated flexibility
and the independent, simultaneous use of both shock tubes.
Figure 1 contains a schematic of the vacuum system. In the
present configuration, the worst-case leak and outgassing rate
is of the order of 10−4 Torr min−1; the typical leak rate is about
two–five times less than this.

The vacuum system was built around a Leybold
TMP1000C (1000 l s−1) turbomolecular pump (one for each
tube). A Leybold D16B (450 l min−1) roughing pump backs
the turbomolecular pump for shock tube #2, and a Leybold
D16A (400 l min−1) roughing pump backs the turbomolecular
pump for shock tube #1. An interface gate valve interconnects
each system so that either turbomolecular pump can be used
to evacuate either shock tube if needed. Both shock tubes
also share a large-capacity Kinney roughing pump with the
requisite isolation and interface plumbing. Not shown in
figure 1 is additional plumbing that allows the primary Kinney
roughing pump to serve as the backing pump for either
turbomolecular pump if the need for such a configuration were
to arise.

2.3. Performance

Over 1000 experiments have been performed to date with
the present set-up (figure 1), encompassing reflected-shock
temperatures from approximately 1000 K to greater than
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Figure 3. Typical pressure trace at the main test port located 1.6 cm
from the endwall. Test gas: argon; T5 = 1643 K; P5 = 1.1 atm.

4000 K and pressures from 0.4 atm up to approximately 50 atm.
All of the experiments conducted in the shock-tube facility
have been done with either argon or nitrogen as the primary
bath gas in the driven section. Argon is the preferred dilution
gas for chemical kinetics studies because of its favourable
gas dynamic properties. A typical pressure trace from an
experiment in argon is shown in figure 3. The pressure is very
well behaved and remains constant for the entire portion of the
test time shown (2 ms) behind the reflected shock wave. From
other pressure traces, it can be seen that the total test time
behind the reflected shock wave in argon is about 3 ms, where
the end of the test time is marked by the sudden decrease in
pressure due to the arrival of an expansion wave at the test port
located 1.6 cm from the endwall.

Although the pressure trace appears to be extremely
uniform in time behind the reflected shock wave as predicted
by ideal shock-tube theory, nonideal effects due mostly to the
growth of a boundary layer behind the incident shock wave can
contribute to uncertainties in the test temperature. Because
of these viscous effects, the incident shock wave velocity is
not constant as it traverses the tube but instead attenuates.
After reflection from the endwall, the reflected shock wave
then propagates into a gas mixture that is nonuniform in
temperature and pressure because disturbance waves due to
the boundary-layer growth and the attenuated incident shock
wave tend to modify the temperatures and pressures in the tube
(Mirels 1964, Petersen and Hanson 2003). The net effect is a
slight increase in the temperature behind the reflected shock
wave with time. The extent of this temperature (and pressure)
increase is a function of the test conditions, tube diameter, and
driven-section length. The adverse effects tend to be magnified
by smaller-diameter tubes and higher test temperatures (i.e.,
higher incident-shock Mach numbers) (Petersen and Hanson
2001).

Predictions of the increase in test temperature for the
facility herein were performed using the procedure and models
outlined in Petersen and Hanson (2001, 2003). The results
are displayed in figure 4 for a helium driver gas and argon-
driven gas over a range of reflected-shock test temperatures
(T5) between 800 and 3000 K at a pressure (P5) of 1 atm.
(As is convention in shock-tube theory, the subscript 5 refers
to conditions behind the reflected shock wave; the initial
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Figure 4. Predicted increase in test temperature, �T5, at 500 µs
past the arrival of the reflected shock wave at a port located 2 cm
from the endwall for two incident-shock attenuation levels: 0.5 and
2.0% m−1.

conditions in the driven section are denoted by 1.) Two
typical incident-shock attenuations, given in terms of per
cent reduction per metre of travel (i.e.,%/m), are shown; the
increase in T5 is shown as �T5 at a time equal to 500 µs after
passage of the reflected shock wave. The two attenuation rates,
0.5 and 2.0% m−1, represent the extreme ranges of attenuation
for the facility based on observation (see below).

As expected, figure 4 indicates that the increase in T5 is
greater for higher test temperatures and larger incident-shock
attenuation rates. However, for the lower attenuation rate, �T5

is only 11 K for an initial T5 of 2000 K after 500 µs, or less
than 0.5% of T5. The higher attenuation rate produces a �T5

of about 21 K over the same time period, or a 1% increase
in T5. Since most chemical kinetics studies are performed at
temperatures less than 2000 K and occur in times less than
500 µs, the results in figure 4 demonstrate that attenuation
effects are minor in the present facility for such studies.
However, for experiments requiring relatively long test times
(>1 ms) and very high temperatures (>2000 K), attenuation
effects may not be negligible and should be considered on a
case-by-case basis.

Since precise information on the shock speed is so
important to the accuracy of the test results, the incident-
shock velocity and its attenuation as it propagates down
the driven tube must be monitored in all experiments.
Corresponding increases in the pressure at the test location
are not shown because the calculations indicate that they are
negligible (<2%; see figure 3) and pressure effects are usually
secondary to temperature effects in combustion chemistry
studies. Further details on the accuracy of the shock-velocity
measurements are provided in the following section.

3. Shock-velocity detection

In most experiments, it is important that the conditions
behind the shock wave are known as accurately as possible,
particularly the temperature. For example, when measuring a
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Figure 5. Locations of available ports, pressure transducers and time-interval counters on the shock-tube facility.

chemical kinetic rate coefficient with a 300 kJ mol−1 activation
energy at 1500 K, a 1% error in temperature (i.e., 15 K)
corresponds to a 25% error in the inferred Arrhenius rate. The
commonly accepted approach in shock tubes is to measure
the velocity of the incident shock wave and use the well-
known normal-shock equations and thermodynamic properties
to infer the test temperature (Gaydon and Hurle 1963). The
conditions behind the reflected shock wave immediately upon
reflection from the endwall depend only on the speed of the
incident wave, the initial fill conditions and the known gas
properties.

This method, in principle, is exact within the assumption
of a normal shock wave (which is valid in most cases,
particularly for the incident shock sufficiently far from the
diaphragm). The underlying uncertainty, therefore, is the
accuracy of the shock-velocity measurement. In an ideal
scenario, the shock speed remains constant as it propagates the
length of the driven section. However, nonideal effects such as
viscosity, imperfect diaphragm rupture and shock acceleration
due to energy release in a reactive mixture can contribute to an
axially nonuniform shock speed. The axial variation in shock
speed is taken into account by measuring the incident-shock
velocity at multiple locations along the driven tube. Since
the shock speed is not measured directly at the endwall, it is
inferred from the upstream measurements by fitting a curve
(usually linear) to them and extrapolating the curve to the
endwall (i.e., z = 0).

With this in mind, a thorough analysis and
characterization of the accuracy of the shock-velocity
detection technique were performed. This section provides a

description of the velocity-detection procedure and equipment;
an error analysis on the accuracy of the velocity measurement;
typical measurements; and a final, optimized configuration
and procedure.

A total of ten piezoelectric pressure transducers (PCB
P113A) each with a time response less than 1 µs are available
to measure the shock velocity. Figure 5 contains a schematic
of one of the shock tubes, showing the port, transducer and
interval locations. Each transducer circuit includes a charge-
to-voltage amplifier (PCB 402M148) connected to the sensor
by a 1 m, low-noise, coaxial cable (PCB 003C03). The
signal conditioning is accomplished by two PCB 482A18
exciter/output boxes, each with eight available channels.
Transducers A–E are operated on the first five channels of
one unit, and transducers A2–E2 are operated on the first five
channels of the other unit. As shown in the table in figure 5, the
typical sensitivity of the transducer circuits is 2.68 mV psi−1.
However, a 100× gain is applied to the outputs of each
transducer circuit via the 482A18 units to increase their
sensitivity to incident-shock passage.

Operationally, the transducers detect the rise in pressure
due to the passage of the incident shock wave. The resulting
voltage signals are sent to time-interval counters to time the
passage of the shock wave and, hence, record the shock
speed. Eight Fluke PM6666/016 counters are available.
Typically, five transducers and four counters are used on one
shock tube, and the same number of transducers and counters
are employed on the other shock tube; for the velocity-
measurement optimization experiments described herein, all
of them were employed on shock tube #1.
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3.1. Uncertainty analysis

When measuring the shock velocity, two quantities are
needed to determine the average speed between any two
locations: distance and time. These quantities relate to
the known distance between the transducers and the counter
measurement of the time interval. Unfortunately, there
are uncertainties associated with both quantities. These
uncertainties can be divided into three categories: transducer
position uncertainties, transducer trigger uncertainties and
counter/timer uncertainties. Typical uncertainties for each of
these categories were assigned as follows, and an uncertainty
analysis was performed for typical shock-tube conditions.

There are five possible sources of error associated with
the machining of the ports along the shock tube and the plugs
to fit those ports. Those sources are: the position and size
of the large holes along the shock tube; the size of the plugs;
and the position and size of the small holes within the plug.
Figure 6 shows conceptually the transducer/plug assembly
and its relationship to a shock-tube port. Using dial calipers
that had a resolution of 0.025 mm (0.001 in), each port-to-port
spacing was measured. Although it is unlikely that the total
position error is even as great as 0.13 mm, it is used herein as
a conservative number in the uncertainty estimates.

An uncertainty estimate associated with the triggering
of the pressure transducers was based on the calibration
information corresponding to each PCB pressure sensor
and voltage amplifier (figure 5). In summary, the pressure
transducer responds to pressure changes and produces a
proportional voltage based on the sensitivity of the transducer,
typically given in mV per unit of pressure. The counter/timer
is triggered when the signal from the pressure transducer
reaches a certain threshold voltage that is user-specified via
front-panel controls. Some measurement inaccuracies arise
because each transducer has a slightly different sensitivity.
This means that, although each timer is triggered at the same
voltage, the voltage corresponds to a slightly different pressure
for each transducer.

The voltages at which the timers start and stop can be
adjusted for each pressure transducer (i.e., one transducer starts
the timer, and one transducer stops the timer). However, these
voltages cannot be specified accurately enough to compensate
for the different transducer sensitivities—the resolution of the

counter/timer’s input voltages is 0.02 V. For a typical pressure
transducer rise of 2 × 105 V s−1 upon arrival of the incident
shock wave, the maximum error due to trigger uncertainty for
threshold trigger levels less than about 0.5 V is less than the
precision of the counters themselves, or 0.1 µs. Since the
threshold value is typically chosen at less than 0.5 V (around
0.26 V, or about 27% of the pressure rise for an incident shock
producing a pressure of 1 atm behind the reflected shock), an
uncertainty of 65 ns due to trigger errors was selected for the
calculations.

Counter/timer uncertainties were based on the
specifications given in the Fluke PM6666 manual. The total
counter error can be divided into four sources: trigger error,
time base error, systematic error and the error due to resolution.
The summation of all four components equals the total error.
According to the manual, the resolution for the counter/timers
is 100 ns, and the systematic error for the time-interval (i.e.,
‘time A–B’) measurements is 4 ns. The trigger error is defined
as the peak-to-peak noise voltage divided by the signal slope
in V s−1. Pressure transducer data showed the typical noise
voltage to be 0.04 V and the average signal slope to be 2 ×
105 V s−1. Hence, the trigger error is 200 ns per input signal.
Since each timer receives two input signals (one to start the
timer and one to stop it), the trigger error was doubled to
400 ns. The time base error was assumed to be 96 ns at most.
Therefore, the total timing error, including the trigger error
and the precision of the counters (100 ns), amounted to 665 ns
for the uncertainty calculations.

Ultimately, however, the test temperature is the primary
concern for most shock-tube experiments of interest herein.
To this end, the uncertainty in the test temperature behind
the reflected shock wave (T5) was determined using the
estimated uncertainty in the measured incident-shock velocity.
For these uncertainty calculations, it was assumed that the
incident-shock speed, Vs, is constant; axial attenuation of the
shock wave is covered in the following section. The total
errors in the shock velocity and in the test temperature were
calculated using two methods: the maximum-error method
and the statistical method (Holman 1994, Taylor 1982). The
maximum-error method calculates the error in a function by
assuming the maximum error for each of the variables in
that function. The statistical method estimates the error in
a function of several variables where the uncertainties in those
variables are independent and random.

From the usual 1D shock-tube relations, the reflected-
shock temperature is a function of the initial temperature (T1),
the gas specific heat ratio (γ ) and the incident-shock Mach
number, M (Gaydon and Hurle 1963):

T5 = T1[2(γ − 1)M2 + (3 − γ )][(3γ − 1)M2 − 2(γ − 1)]

(γ + 1)2M2
.

(1)

It can be shown that for argon gas (γ = 1.67) and T1 = 300 K,
equation (1) can be approximated by

T5 = 225.1M2 + 149.85 − 74.99M−2. (2)

Equation (2) becomes useful when performing the uncertainty
calculations using the statistical method. The Mach number is
related to the measured shock velocity and the ideal-gas speed
of sound per

M = Vs√
γRT1

(3)
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where R is the universal ideal gas constant (8314 J kmol−1 K−1)
divided by the molecular weight and is equal to 208 J kg−1 K−1

for argon test gas. Of course, Vs is determined by the
finite distance and time between pressure transducers per
equation (4),

Vs = �z

�t
. (4)

When using the min–max error estimate, the worst-case �z

and �t values are simply used in equations (2)–(4). However,
the statistical method involves the variation of each variable
that goes into the calculation of T5 using the standard root-sum-
squares (RSS) method (Holman 1994) with Vs = Vs(�z,�t),
so the uncertainty in Vs (i.e., δVs) is obtained as

δVs =
√(

∂Vs

∂(�z)
δ�z

)2

+

(
∂Vs

∂(�t)
δ�t

)2

=
√(

1

�t
δ�z

)2

+

(−�z

�t2
δ�t

)2

. (5)

Likewise, T5 is only a function of M for a given test gas, so
equations (2) and (3), and the RSS method give

δT5 = ∂T5

∂M
δM = (450.19M + 149.98M−3)

δVs√
γRT1

. (6)

Figure 7 provides the resulting, calculated error in T5 for
test temperatures ranging from 1200 to 3500 K and transducer
spacings of 15.2, 25.4, 30.5 and 40.6 cm (i.e., 6, 10, 12 and
16 in). As expected, the min–max calculations represented
by the dashed curves lead to error estimates that are more
conservative than those of the statistical (RSS) method
(equations (5) and (6)) which produces lower, yet more
realistic, uncertainties. The effect of the transducer spacing
is quite evident, where the larger spacing provides less
uncertainty in the measured velocity and, hence, T5 for the
parameter ranges of this study. The uncertainty also increases
with increasing test temperature.

One conclusion that can be derived from figure 7 is that the
30.5 cm spacing between the ports is better for placement of
the transducers than the 15.2 cm spacing of the last four ports
closest to the endwall (1–4, figure 5). Using the statistical
results, the 15.2 cm spacing would lead to a T5 error of ±13 K
at 1800 K and a T5 error of ±37 K at 3500 K. By comparison,
the 30.5 cm interval reduces the errors to ±6 and ±19 K at 1800
and 3500 K, respectively. An additional benefit of a larger
spacing between the ports is that the measured axial velocity
profile is stretched over a greater distance and is better able
to resolve the true shock attenuation (or acceleration) profile,
discussed further in the following section.

3.2. Attenuation measurements and discussion

Additional uncertainty in shock velocity and, hence, test
temperature comes from the axial attenuation of the incident
shock wave due to nonideal effects and extrapolation of the
axial velocity profile to the endwall. Several experiments were
performed with the full ten-transducer, eight-counter set-up
seen in figure 5.

Provided in figure 8 are typical shock-velocity
measurements for three representative temperatures: 1900,
2650 and 3500 K. The axial velocity profiles in figure 8 span
nearly the last 3 m of the shock tube, and the profiles are seen
to be linear. The attenuation of the incident-shock velocity
ranges from approximately 0.5 to 1.5% m−1. A closer view of
the velocity measurements for a single test is shown in figure 9
for the 3500 K case. The error bars for each point, calculated
using the statistical method described above, are displayed.
In general, the linear curve fit falls within the error bars of
each point; this line is extrapolated to the endwall to obtain the
shock velocity used to calculate T5. If only the last four points
were available for this experiment, the resulting linear fit is
nearly identical to the curve fit for all eight velocities (note the
dashed line in figure 9). This result is useful because only four
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Figure 9. Detailed incident-shock velocity measurements showing
error bars and curve fits. Data were taken using the set-up in
figure 5.

points will be available in most shock-tube experiments when
both shock tubes are operated simultaneously.

Since only five transducers and four counters are available
on either Aerospace shock tube for a given experiment,
their optimum location is of interest from the standpoint
of minimizing the uncertainty in the reflected-shock test
temperature. From the preceding calculations and results,
one conclusion is that a larger spacing between transducers is
preferred to reduce the velocity error, as expected. However,
one limitation is the port-to-port spacing currently available on
the shock tube(s) as shown in figure 5. The spacing is fixed and
is not always uniform over the last 3 m. Another limitation is
that the velocity-measurement points should be as close to the
endwall as possible because the velocity closest to the endwall
is of most interest, chiefly because the shock propagation may
be, in rare instances, non-monotonic. Nonetheless, figure 8
indicates that the typical axial velocity profile is usually linear
over the last 3 m.

An acceptable compromise is the final configuration in
figure 10. This set-up provides two 30.5 cm intervals, one

35.6 cm interval and one 40.6 cm interval. The corresponding
T5 uncertainties for each interval are as shown in figure 7.
Typical results using the suggested set-up (figure 10) are
provided in the three graphs in figure 11. In these experiments,
the extra transducers and counters were configured in parallel
with the primary instruments to check their trigger and
sensitivity characteristics. The primary set of transducers
(A–E) and counters (C1–C4) is referred to as set A, and the
secondary set of transducers (A2–E2) and counters (CC1–
CC4) is referred to as set B.

Figure 11(a) presents a case wherein the velocity points
clearly follow a linear trend that is well within the expected
uncertainty of each velocity measurement. Additionally, both
sets of velocity data agree within the expected uncertainty of
each point and, most importantly, the extrapolated endwall
velocity for each leads to test temperatures that are within 8 K
of each other (i.e., within 0.4% of the absolute value of T5).
One conclusion from figure 11(a) is that linearly extrapolating
the velocity to the endwall is better than simply using the last
velocity point, which overestimated T5 by 17 K for both sets.
However, if the only recourse is to use the last counter time to
estimate the endwall velocity—such as for rare trigger failures,
etc—the estimate for T5 is still within 1% of the expected value
for the conditions of figure 11(a).

The error in test temperature derived using only the last
velocity point should reduce when the last interval is moved
closer to the endwall, as is the case in chemical kinetics
experiments. Calculations using a 1.6 cm spacing between
the last port (#1, figure 5) and the endwall indicate that the T5

error using only the last interval is approximately half of the
error shown in figure 11, where the last port (transducer E) is
5.84 cm from the endwall.

Occasionally, the four velocity points appear highly
nonlinear, as shown in figures 11(b) and (c). Although
both sets A and B provided velocities that differ from one
another within the expected uncertainty of the measurements,
the anomalous points differ from a linear curve fit by values
greater than the expected uncertainty. The exact cause of non-
monotonic results such as those seen in figures 11(b) and (c)
is not known at this time but may be attributed to a secondary
nonideal shock formation/propagation effect or vibration that
perturbs the trigger signal(s). Such variation in the shock speed
from linearity actually shows up in the velocity data when
taken over a longer distance as in figure 8, but they are minimal
when compared to the overall curve fit. Therefore, a linear
fit through the last four points regardless of their appearance
seems reasonable in light of the overall attenuation trends.
This approach is supported by the T5 results displayed in
figures 11(b) and (c) (and figure 9), where linear extrapolation
to the endwall for both sets A and B leads to temperatures
that agree within 0.1–0.3% of each other. Additionally, the
use of the last velocity measurement to infer the endwall
velocity leads to test temperatures that differ from the linearly
extrapolated values by only 0.2–0.6%. The conclusion here
is that some scatter in the velocity measurement (as in
figure 11(b)) does not pose a significant degradation in the
accuracy of the endwall velocity when compared to the overall
accuracy of each individual velocity measurement.
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Figure 10. Final location of pressure transducers and counters for future experiments.

4. Gas-phase chemistry measurements

A major application of the shock-tube facility is the study
of high-temperature chemical kinetics, ignition chemistry
and spectroscopy in gas-phase mixtures highly diluted in
a bath gas, usually argon. The diagnostics of choice
herein for making detailed measurements of gas-phase species
concentrations are primarily non-intrusive, optical techniques.
Two methods in particular, absorption and emission, are
available to monitor the behaviour of species such as OH,
CH, SiH2 and SiH4 (Petersen et al 2003, Petersen and Crofton
2003, Rickard et al 2005), among others. A brief summary
of each technique and some typical results are provided as
follows.

Laser absorption spectroscopy such as in Hanson (1977)
has been a common optical diagnostic technique in shock tubes
for over 25 years. In this method, the transmitted laser intensity
through the shock tube test section, I, is related to the incident
intensity, I0, through Beer’s law:

I

I0
= exp(kνPXL), (7)

where kν is the absorption coefficient of the species of interest
at frequency ν, P is the total pressure, X is the absorbing
species mole fraction, and L is the path length (i.e., the shock-
tube inner diameter).

A schematic of the technique as utilized on the present
facility for the measurement of an A–X transition of SiH2 at
17 260.82 cm−1 is presented in figure 12. A Coherent 699-21
ring-dye laser operating on Rhodamine 590 dye, pumped by
all lines of a Coherent Innova I-20 argon-ion laser, is the
tunable light source. A sample of the beam is sent to a
Burleigh WA-4500 wavemeter to monitor the frequency with
a resolution of 0.01 cm−1, and the main beam is focused
through the CaF2 windows in the shock tube to a diameter
of the order of 1 mm. Both I0 and I are monitored by New
Focus Model 2031 Si photodiodes with a 1 MHz bandwidth.
A differential preamplifier (SRS SR560) is used to take the

differential absorption signal, I0 −I , and this difference signal
along with I0 are sent to separate channels on a computer-based
oscilloscope described in section 2.1. Additionally, a second
Coherent 699–21 ring-dye laser is available, as is a Coherent
solid-state pump laser (Verdi V8, 532 nm).

Another diagnostic based on laser absorption is the
frequency modulation (FM) laser absorption spectroscopy
set-up for shock-tube measurements of high-temperature,
gas-phase kinetics. This technique is capable of resolving
species concentrations ten or more times lower than what
can be measured using standard differential laser absorption
(Votsmeier et al 1999). Additionally, the FM laser absorption
technique is virtually insensitive to interference absorption and
scattering due to particle formation and flow field turbulence
because it operates only at frequencies of the order of the
spectroscopic transition. Further details are provided in
Crofton and Petersen (2005).

Figure 13 contains a typical absorption time history
when the FM laser absorption diagnostic is applied to the
measurement of SiH2 near 579 nm in comparison with a
coincident differential absorption measurement. The profiles
in figure 13 are from a mixture of 500 ppm SiH4 shock heated
to 1552 K and 1.1 atm; the silane quickly decomposes to form
SiH2 and H2, the former of which is measured as shown. At
the conditions of the FM absorption trace in figure 13, soot
particles of SixHy compounds are formed at later times and are
quite apparent in the differential measurement but do not cause
interference to the FM absorption signal because the technique
is insensitive to the particles, as mentioned above.

A complementary optical diagnostic and one much easier
to apply is the monitoring of emission from key molecules
in the post-shock reaction zone. Since the total emission is
proportional to the number density of the emitting molecules,
the emission time histories are indications of when a species is
formed or depleted and how much is present. Discrimination
between species and background emission can be obtained
by monitoring the emission at narrowband wavelengths

1724



A facility for gas- and condensed-phase measurements behind shock waves

(a) 

1400 1200 1000 800 600 400 200 0

0.960

0.964

0.968

0.972

0.976

0.980

2127 K, 1.12 atm

 

 Set A
 Set B
 A Fit
 B Fit

V
el

oc
ity

 (
m

m
/µ

s)
V

el
oc

ity
 (

m
m

/µ
s)

z (mm)

(b) 
z (mm)

(c) 
z (mm)

T5 (K)

Set A      Set B

2127       2119

2144       2136

Line

Last Pt.

T5 (K)

Set A      Set B

2127       2119

2144       2136

Line

Last Pt.

T5 (K)

Set A      Set B

2120       2128

2116       2124

Line

Last Pt.

T5 (K)

Set A      Set B

2120       2128

2116       2124

Line

Last Pt.

1400 1200 1000 800 600 400 200 0
0.954

0.956

0.958

0.960

0.962

0.964

0.966

0.968

2120 K, 1.15 atm

 

 Set A
 Set B
 A Fit
 B Fit

T5 (K)

Set A      Set B

3392       3387

3414       3408

Line

Last Pt.

T5 (K)

Set A      Set B

3392       3387

3414       3408

Li

La .

1400 1200 1000 800 600 400 200 0
1.226

1.228

1.230

1.232

1.234

1.236

1.238

1.240

1.242

1.244

3392 K, 0.74 atm

 

 Set A
 Set B
 A Fit
 B Fit

V
el

oc
ity

 (
m

m
/µ

s)

Figure 11. Typical shock-velocity measurements using the
optimized set-up suggested in figure 10. Two sets of
transducers/counters were employed; set A used transducers A–E
and counters C1–C4; set B used transducers A2–E2 and counters
CC1–CC4. T5 was calculated using both linear extrapolation of the
lines to the endwall and the last velocity point. (a) Near-linear
example; 2127 K, 1.12 atm; error bars correspond to set B; att =
1.88% m−1. (b) Example with nonlinearity; 2120 K, 1.15 atm; error
bars correspond to set B; att = 0.6% m−1. (c) Example with
nonlinearity; 3392 K, 0.74 atm; error bars correspond to set B; att =
1.03% m−1.

corresponding to a characteristic electronic or rotational–
vibrational transition.

In general, the gas-phase emission measurements are
performed by focusing the emitted light using a mirror
through a shock-tube port and onto a fast-response detector.
Narrowband filters, typically ±10 nm, are selected to coincide
with the desired spectroscopic transition. When the emitted
radiation is in the visible or ultraviolet, the emission detectors
consist of photomultiplier tubes (PMTs). The PMT detectors
are either 1P21 or 1P28 tubes from Hamamatsu mounted in
homemade housings, powered by a Hamamatsu C3830 HV
power supply. Great care was taken to optimize the signal-to-

noise (S/N) ratio, time response (<2 µs), and linearity of these
PMT detectors. When the emitted radiation is in the infrared,
a pair of Judson InSb detectors, model J10D-M204-R01M-60,
with matched amplifiers (model PA-9), a 1 mm element, and
a 900 kHz bandwidth are employed.

Most measurements are usually made from a sidewall
location to obtain a temporally resolved species profile.
Endwall emission measurements are also performed when only
ignition delay time information is required from fuel/oxidizer
mixtures, but such traces are not generally useful for times after
the initial ignition. Emission diagnostics applied to the present
facility include SiH4 IR emission at 4.7 µm (Petersen and
Crofton 2003), OH∗ chemiluminescence at 307 nm (Kalitan
et al 2004) and CH∗ chemiluminescence at 430 nm (Petersen
et al 2004). The OH∗ and CH∗ diagnostics are
convenient for the measurement of ignition delay times of
fuel/oxidizer mixtures. Figure 14 shows two simultaneous
CH∗ measurements—one from the sidewall and one from the
endwall—during the ignition of an C2H2/O2/SiH4/Ar mixture
(Rickard et al 2005). As mentioned above, the temporal
features of the excited-state CH formation and quenching
are clearly resolved in the sidewall measurement, while the
endwall measurement only resolves the initial rise at ignition.
It should be noted that emission from gas-phase species
can also be performed in experiments containing powders
and other condensed particles as described in the following
section.

5. Condensed-phase measurements

Due to their versatility and highly repeatable test conditions,
shock tubes are also employed for the study of heterogeneous
combustion phenomena. Two main types of heterogeneous
studies have been designed and implemented with the present
facility: (1) the vaporization of powdered aerosols; and (2)
the formation of soot particles from the gas phase. The
technical details of seeding aerosols into the flow field are
discussed below, and the diagnostics available for both types
of heterogeneous experiments are presented.

Over the past four decades, several techniques have been
utilized to uniformly disperse a solid powder into the driven
section of a shock tube. A thorough review of these techniques
is provided in Petersen (2000). Among the most popular
methods are: (1) those which utilize the induced gas flow
behind the incident shock wave to disperse a sample of powder
placed within the shock tube; (2) those which premix the
powder with the gas and quickly fill the shock tube a few
seconds prior to running a test; and (3) those which employ a
steady flow system that blows the gas/particle mixture through
the test section prior to an experiment.

The technique initially chosen for the present work is one
that involves incident-shock dispersion of a powder sample.
This method was selected for the first experiments for several
reasons, including its ease of use, short set-up time, and
reasonably established dispersion characteristics (Seeker et al
1980). Figure 15 presents a conceptual view of the powder-
dispersion technique. A sample of the powder is placed at
the centre of a thin (3 mm) steel plate that spans the shock-
tube internal diameter. This plate is located 15.2 cm (6 in)
upstream of the primary test port and, subsequently, 21.0 cm
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upstream of the endwall. As seen in figure 15, the relative
locations of the powder sample, endwall, and test port are
critical to the timing of the experiment. The particles
accelerate nearly instantaneously to the flow speed behind
the incident shock wave and must reach the test section before
the reflected shock wave arrives. Although this dispersion
method is relatively simple to employ, inevitable spatial and
temporal nonuniformities exist in the gas/particle mixture due
to the nonideal nature of the mixing. At the time of writing,
alternative methods are being considered for introducing a
solid powder into the test-gas mixture.

Several non-intrusive optical diagnostic techniques are
currently employed for making measurements in shock-heated
gas/particle mixtures. Figure 16 details the applicable
diagnostics currently in use on the shock-tube facility. Among
these are temporally resolved emission at a single wavelength
(discussed previously), multi-wavelength emission using a
spectrometer and laser extinction. Also available is a separate
system for measuring the particle size distribution of powder
samples.
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Figure 14. Sample emission measurements of CH∗

chemiluminescence for a 0.57% C2H2 + 1.43% O2 + 0.035% SiH4 +
97.96% Ar mixture at 1313 K and 1.1 atm. Time zero is relative to
the arrival of the reflected shock wave at the sidewall measurement
location.

Spectrally resolved information can be obtained from the
gas-phase species emission after the particles have vaporized
by collecting the radiation with a spectrometer. Such
measurements are useful for gross identification of species
within the reaction zone when temporal resolution is not a
concern. Light emitted from the gas/particle reaction zone is
taken from the endwall of the shock tube and directed onto
the collimating mirror of the spectrometer (figure 16). The
spectrometer is a 1 m GCA/McPherson model 2051. The
grating is replaceable and is chosen to optimize the wavelength
range/species of interest. In general, the light is collected by
a ccd camera, the output of which returns a time-integrated
signal that corresponds to the total light collected for the
duration of the experiment. The camera employed is a Roper
Scientific IMAX512 with a UV-sensitive, 512 × 512 array.
This camera is intensified and controlled by a ST-133 DMA
controller and SRS DG535 digital delay generator, so some
discrimination can be made as to the time interval the camera
records data by controlling the intensifier gate.
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Presented in figure 17 is a typical emission measurement
using the spectrometer diagnostic in a TiO2 decomposition
experiment at a reflected-shock temperature of 4440 K and
pressure of 0.5 atm (Petersen and Welle 2001). The TiO2

powder sample was placed on the plate within the shock tube
and dispersed as described above and in figure 15. The key
intermediate species TiO was monitored in this experiment,
so the grating was chosen to observe an 80 nm wavelength
range centred on the TiO C–X spectroscopic transition near
530 nm.

One established method for monitoring the presence of
submicron particles in the reaction zone is laser extinction.
By passing a laser beam through a gas/particle mixture, the

Figure 17. Sample spectrometer data for TiO C–X emission. Test
conditions: TiO2 powder in argon; 4440 K, 0.5 atm.

ratio of the transmitted to incident radiation is related to
the average number density of the particles and the optical
characteristics of the particles via the Bouger–Lambert law
(Siegel and Howell 1992):

I
/
I0 = exp(−KeL) = exp(−NσeL) (8)

where Ke is the extinction coefficient (cm−1), L is again the
path length (cm), N is the particle number density (particles
cm−3), and σ e is the extinction cross section per particle (cm2).

If the extinction properties of the particles are known
at the wavelength and temperature of the experiment, the
volume fraction of the particles can be measured as a
function of time. Typically, Mie theory is applied in the
calculations, and if the average particle diameter, d, is much
smaller than the wavelength of the light, λ (d � λ/π), the
Rayleigh approximation to the Mie theory can be applied
(Kellerer et al 1996). By utilizing two wavelengths
simultaneously, both the particle size and number density can
be measured via the dispersion quotient method (Wittig et al
1981).

The present set-up, shown in figure 16, utilizes two
HeNe laser beams of different wavelength (633, 1152 nm).
Photodiode detectors are used to measure the incident and
transmitted light. Detectors employed for this purpose include
the New Focus 2031 and/or 2032 and the Electro-Optics
Technology, Inc. (EOT) ET-2040 Si-photodiode models for the
UV and visible laser wavelengths; the IR wavelengths are
monitored with InGaAs detectors from EOT, model ET-3020.
The differential extinction signals are obtained using an SRS
SR560 differential preamplifier.

Figure 18 presents a representative laser extinction
measurement of carbon soot formation in a fuel-rich
toluene/O2/Ar mixture. The results are displayed in the form
of the soot yield, Y, as a function of time. Using equation (8),
the yield Y can be calculated from the extinction measurement
via

Y = [c]

[c]total
= ln(I0/I)

σeL[c]total
. (9)

The value used for the extinction cross section was σ e = 6.6 ×
10−19 cm2 per the data of Rawlins et al (1984); [c] represents
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Figure 18. Laser extinction measurement of the soot yield in a
0.67% C7H8/1.18% O2/argon mixture. Fuel/O2 equivalence
ratio = 5.09; 1850 K, 1.5 atm; λ = 633 nm.

the concentration of carbon atoms measured, and [c]total is
the total concentration of carbon atoms from the initial fuel
concentration. The extinction measurement of figure 18 was
obtained using only the 633 nm laser wavelength.

An important aspect of the solid-phase measurements,
particularly for data analysis and interpretation, is the size
distribution of the powder introduced into the shock tube.
Similar information is also important for analysing the size
characteristics of particles formed from gas-phase chemistry
within the shock tube and in other experiments. To satisfy
these requirements, a Model 3936 scanning mobility particle
sizer (SMPS) from TSI is utilized. This model of the SMPS is
capable of measuring the number of particles in discrete size
ranges from 10 to 1000 nm. The net result is a histogram
of the powder sample’s particle-size distribution. Perhaps the
most difficult issue with measuring the size distribution of
submicron solid particles is the breaking up of the inevitable
agglomerations into the fundamental particles. At present, a
disperser similar to that of Rajathurai et al (1990) is employed.

6. Summary

A recently refurbished and outfitted shock-tube facility
consisting of two identical shock tubes for the study of gas-
and condensed-phase combustion was described. Among the
upgrades to the facility were a new high-vacuum system, gas-
handling and control electronics, a diaphragm cutter assembly
for lexan diaphragms, a computer-based data acquisition
system and techniques for the study of gas/particle mixtures.
Since the measurement of the incident-shock velocity is crucial
to the accuracy of the inferred test temperature, a thorough
uncertainty analysis was performed. The results of the
uncertainly analysis indicate that the final interval spacing
and the extrapolation of the measured axial velocity to the
endwall maintain the uncertainty in the initial reflected-shock
temperature to less than 10 K at 1800 K and about 20 K at
3500 K. Additional calculations that take into account the
nonideal viscous effects indicate the temperature change after
initial shock reflection should be minimal for conditions
expected of chemical kinetics experiments.

Non-intrusive optical diagnostics available for the
measurement of gas-phase species concentrations include
differential laser absorption, FM laser absorption
spectroscopy and narrowband emission. Spectrally resolved
emission is also available using a spectrometer, and a laser
extinction technique has been employed to measure the
time-dependent growth of solid particulates from gas-phase
reactions. Measurements performed to date include the
ignition of fuel/oxidizer mixtures, the evaluation of chemical
kinetic rate coefficients, the study of solid particle
vaporization, and the fundamental formation of soot
particles from the gas phase.
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